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ABSTRACT 
In support of our lab’s ongoing research on synthesizing ASL 
animations, we have designed an authoring-tool user-interface for 
members of our lab to create new single ASL sign animation for 
our system. Our design process included three rounds of iterative 
prototyping, interviews, and feedback from researchers at our lab 
who critiqued static interface design prototypes. Participants gave 
qualitative feedback about the prototypes and were asked whether 
the controls would enable them to manipulate various parameters 
of the sign. This poster proposal describes our design process and 
the final user-interface design. 
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1. Introduction 
There are half a million people in the U.S. who use sign language 
as a primary form of communication [11], and standardized testing 
has revealed lower levels of English reading skills among many 
deaf individuals in the U.S. [13]. Our lab researches semi-automatic 
generation of animation of American Sign Language (ASL), for 
providing ASL content on websites. While videos of human signers 
could be posted on websites, this is rarely done, since it is expensive 
to re-film a human performing ASL for content that is dynamic or 
changes frequently. Instead, animated content could be 
dynamically generated from an easy-to-update script of a message. 
Research is needed on how to make this pipeline of ASL animation 
production as efficient as possible for users. To produce animation 
stimuli, to evaluate new models or algorithms we create, our lab 
uses an animation system with a lexicon of individual ASL signs. 
Thus, research software is needed that can enable members of our 
team to efficiently build collections of animations of individual 
words, which could be the building-blocks for creating sentences 
or longer messages. Such a tool would enable users to adjust the 
location, movement, orientation, and hand shape of an animated 
character. 

2. Prior Work 
Some researchers have examined tools for supporting the authoring 
of entire sentences of sign language by composing individual sign 
animations to produce longer messages, e.g. [9], but in this work, 
we focus on the authoring of an individual sign. Some prior 
methods of authoring individual signs have been based on the user 
entering a phonetic notation that specifies the performance. For 
instance, JASigning-based animation systems have been based on 
the HamNoSys notation scheme [4], and research on the Zebedee 
formalism has explored more abstract constraint-based methods of 
specifying sign movements [2]. 

Other researchers have investigated graphical user-interfaces 
for authoring sign-language signs; an excellent survey of such work 
appears in [6]. Some work has enabled keyboard and mouse input 

for animation [8], and recent work has examined 2D interfaces for 
authoring signs, with a focus on novice users [1]. Vcom3D Gesture 
Builder [14] was available commercially from 2000 to 2014, and it 
allowed users to produce a signed animation by using the mouse to 
drag and drop the hands of an animated computer character. Other 
work has focused on enabling users to re-use pre-existing 
components to create new signs, e.g. users of [3] selected among 
pre-existing hand, arm, head movements and signs. Kipp and 
Nguyen presented a system to control one arm and hand of a virtual 
character using a multi-touch interface by modifying several 
parameters to make a posture [10]. Oshita used a statistics-based 
inverse kinematics to control the entire body of the character [12]. 
Some researchers have incorporated motion-capture into the 
authoring process: For instance, Heloir et al. have incorporated 
motion-tracking into the workflow of authoring tools, to track the 
motion of the author’s hands and automatically segment motion 
curves into keyframes [6]. Other work has examined the use of 
motion-capture for setting the speed and acceleration of a sign that 
had been input using a notation formalism [7]. 

While much of this prior work has focused on user-interfaces 
for novices to create signs, the focus of our work is to create 
infrastructure for our lab, to enable members of our team to produce 
signs for use in animation stimuli for user studies. 

3. Research Methods 
Our lab’s software is based on EMBR [5] for generation of human 
animations. Figure 1 displays the Behavior Builder authoring tool 
provided with EMBR. In initial usability tests, researchers were 
asked to use Behavior Builder to generate some individual ASL 
signs, and several problems were identified: the mapping of 
controls to the character could be more natural, inputting numerical 
values to set locations of the hands could be easier, the information 
hierarchy and navigation of the interface could be more intuitive, 
hand shapes should be displayed as images rather than names, and 
the interval between making changes and seeing the character’s 
pose could be more rapid. 

 
 

Figure 1: Screenshot of EMBR Behavior Builder software 
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We began with the following set of design assumptions:  
• We assumed that the system will control a character that uses 

a key-frame-based method of animation, in which individual 
'poses' are defined at various moments in time, with each pose 
consisting of a hand location, hand orientation, and 
handshape. (This assumption is consistent with the EMBR-
based animation platform in use at our lab.) 

• We assumed that we are not using a 3D direct manipulation 
interface in which a user drags the arms of a virtual character, 
since we intend our interface to be usable via a variety of 
platforms, including a web-based system. Thus, our interface 
needed to provide indirect controls that would adjust the 
movements of a character in a separate window. 

IRB-approved studies were conducted with three rounds of 
prototyping with a total of 10-12 participants. The participants were 
researchers at our lab, and in each round, 6-8 researchers provided 
qualitative feedback on the designs. Feedback was gathered using 
open-ended questions regarding the following: 
• Whether the labels were understandable user-interface for 

controlling the virtual human, e.g. hand orientation, 
• Whether the controls would enable the user to manipulate the 

hand shape, hand location, or hand orientation of the virtual 
human to match a desired pose, 

• Whether the controls enable the user to easily manipulate the 
timing of individual poses to produce an animation with an 
overall movement or acceleration that is desired. 

The data collected in the studies was assigned priorities based 
on frequency and level of impact. This information was used to 
make changes to the designs for the subsequent rounds of studies. 
In the end, the initial prototype designs went through three rounds 
of re-design. In the final round, the 7 participants reported that they 
found the overall design understandable and that they could 
understand how each widget control would enabled them to 
manipulate the hand shape, location, and orientation of a virtual 
human to match a desired static pose. They did indicate a need for 
rapid refresh of the virtual human character in the display window, 
to reflect the result of their adjustments, especially for hand 

 

orientation. Overall, participants indicated satisfaction with the 
arrangement of controls on the prototype interface. 

Figure 2 illustrates our final design. The TOP Navigation region 
contains commands for refreshing the visual display window with 
the virtual human character or other file access. The Left 
Navigation region enables the user to select body components to 
control (via clicking on portions of a human-shaped graphic).  The 
Widget Controls region contains 3D location-adjustment and 
rotational controls for moving the selected portion of the body, e.g. 
the right hand, through the use of clickable arrows. The Right 
Container region provided users with the ability to change the 
handshape via a grid of handshapes images as in Figure 2(b), or to 
directly view and edit the “EMBRscript” (the underlying notation 
that specifies the movement of the virtual human), which may be 
needed for fine-grained adjustments to the animation for designing 
experimental stimuli for specific research projects. 

4. Conclusion and Future Work 
We have presented the design of new user interface of software to 
enable a human user to author ASL animations as part of a system 
for semi-automating the generation of ASL messages. We 
conducted three rounds of formative user studies to produce a final 
design. The primary contribution of this work is our presentation of 
a final design for our system, as illustrated in Figure 2, as well as 
our description of our approach in gathering feedback from 
researchers in a multi-round usability study. Our future work will 
extend our prototype design to include controls for non-manual 
signals, and future work will include usability testing of this system 
to determine if it is efficient and effective at enabling users to 
author ASL signs. 
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(a)     (b)  
Figure 2: (a) Final version of user interface, (b) alternate view of Right Navigation with Hand Shapes section expanded. 
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